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ABSTRACT

Kinship (family relationships) detection is important in many domains; it can be used in forensic investigations,
adoption, biometric security, and more. It is particularly necessary in times of conflict and natural disasters, such as

earthquakes, as it cehelp with reunionsandsearches for missing persofifie most popular and very accurate means of
establishing kinship is DNA analysisnothermethodwhichis noninvasive is kinship estimate using facial images and
computer visionaccompanied with machine learning algorithms. Every component of the human body contains
embeddeidformation that may be taken out and used forphat r sidentification, verification, or classificatiofrinding
characteristics that every family has in common is the foundation of kinship deteTtiis paperexaminesa novel
approach of kinship detection usitige handgeometry Deeptransferlearning using theResNet5anodel vas used to

extractgeometricalfeatures from hand images. A neural network classifier was designed and trained to predict kinship

and assembled as a top layer for the ResNet modetest accuracyf thisnovel methodologywas92.8%yielding tothe
hand haggeometricafeatureshat can be used to detect kinship, and that the proposed methpdsdsiblepotential way
to identify kinshipWe built our owrhand imagedatasethat contains kinship ground truthetadatasince there were no
suchdatasetdefore We called ifiMosul Kinship Hand (MKH) datasitwhichincludes648 photo®f 81 people from 14
households (8ifferent hand imageser persol, and it was used in this research.
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1. INTRODUCTION

With machine learning, we can now
reliably predict the featureand extract important
facts from large databases, which has completely
changed the way we approach complex problems.
The possibility of using machine learning
algorithms to determine a person's family
membership based on visual signals from images
has been made possible by this research. The
human body's biometric featureg alassified into
two categories: physiological and behavioral.
Physiological characteristics include features like
hand geometry, iris pattern, finger vein, and
fingerprint; behavioral characteristics include
human attitudes like handwriting, signatunesice
prints, and keyboard typing.

Multiple biometric features seen in hand
images are used to categorize people according to
their gender, age, or membership in a group. There

are five different types of biometric modalities for
the hand: hand shapfd], hand geometry[2],
fingers geometry3], palm featurd4], and hand
skeleton[5]. Since any behavioral, anatomical, or
physiological characteristic of an individual can be
used as a biometric feature, selecting a biometric
trait is crucial when designing a biometsigstem.
Most biometric systems consist nigof
geometric hand featurd6]. When comparedo
other methods, hand geometry baserabenefits,
such as mediuntost and low-cost algorithm,
public popularity, and usdriendliness [2].
Nevertheless, no hand image collection based on
kinship ground truthis available Carefully
selected and adjusted factors, such as image
capturing setup, person selection and saving, and
image coding, are necessary to produce a hand
image datasetDatasets which can be acquired
from scannerd7], digital camerag8], mobile
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camerag9], or USB cameraf8], are essential to
hand biometrics research. The majority of hand
biometric systems use 2D photos am either
created specifically for these kinds of imagesoor t
make them publicly availabld0]. A summary of
some of the literature on the use and purposes of
hand image datasets is provided in Table 1.
Contactbased and contaftee-based hand
geometry systemsre the two types of such
systemsWhile contacffree systems let users place
their hands within the gadget, contaetsed
systems use pegs to control hand placement.
Numerous researcheshave shown that hand
geometrycould be successfully usedr a variety

of tasks, such as gder, age and person
recognition[11], [12], [13], [8]. "Identimat" was
the first successful device teehand geometry in
the 1970412].

Hand geometnbased biometric systems
identify or classify users based on features
extracted from hand images. Features can be
extracted manuallusing handcrafted approaches
[14], or automaticdly using deep learning methods
[15], [16]. Compared to previous methods, deep
learning algorithms are more interpretable and
problemsolving focused, demand higimnd
processors, and workbetter with enormous
datasets.

Recently, there has been usage and
research in the field of kinghi detection by
computer vision17]. The majority of this field's
research employs facial image analysis to establish
the relationship between two people. Fang et al.
attempted the first kinship verification using

human features by automatically classifying pairs
of 150 pairs of parerthild facial images as
"related" or "unrelated." Using KNN as a classifier,
the clasification accuracy was 70.67M8]. From

that point on, research in this area was conducted
using just facial images.

Upon conductinga literature review, we
concluded that no previous work has employed
hand images for kinship detection, also known as
family-based person classification. Thewere
also no datasets available for this purpcEBee
research questions werks it possible to detect
kinship using a hand image? Whahd Which
features are functional? how may this be
accomplished, and in what ways?

If an appropriate image dataset with its
ground truth labeling is not provided, thigsearch
cannot be accomplishe@hereforeWe have built
our own hand image dataset with kinshriptadata
named° Mos ul Ki ns hidatagdtdhe d "
developed dataset's usability was validatedugh
the use of machine learning techniques and hand
geometry features.

( MK H

2. THE PROPOSED METHODOLOGY

This paperinvestigates the use of hand
images for kinship detection usingsupervised
classifiers and transfedearning for feature
extraction The suggested task was to design and
implement a system for -classifying people
according to theikinship based on images of their
handsThis idea is considered novéVe collected
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Fig. 1 Framework of the Proposed Work
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our own dataset becaukmship relationships are
not available in the public datasets Gender
classification divides the input images into two
classes exclusively; person identification and
verification to find a distinctive trait for each
individual. Unlike the other two, the suggested
research aims to determine an individual's
participation in groups. Thproposedframework

is depicted inFigurel.

2.1 The MKH Dataset

Data colletion andstorage were done via
a mobile applicationthat was createdfor this
purpose The setup parameters ftire besimage
capturing techniquewere selected empirically.
JPG formatwas used to store the images. Eight
distinct hand image¢hand dorsum, handpalm,
hand dorsum with open fingers, antand palm
with open fingerdor both hand$, were captured
for every individual. An example of the Mosul
Kinship Hand (MKH) generated dataset is shown
in Figure 2. Many images for multiple families
were collected; however, some of thewere
rejecteddue toproblemdlike lighting, noise in the
images, imageclipping, low quality, and other

causes. The useful images were saved and marked

using a systematic code that includes details about
an individual's age, hand sidealm dorsal,open,
closed, andtherelaion to their family. The final

Tablel Summary of some of the
reviewed hand image datasets

[19] [23] (8l (1]
Name 11k hand "TP U-HD NA
Versionl
N. of image 11076 2300 15/person 1200
N. of people 190 230 57 NA
Age 1875 12-57 1850 NA
Right- left both both both both
Image 1600 x
size(pixel) 1200 800 x 600 | 1236x2048 1290 x 270
Hand side Dorsal- palm Dorsat palm
palm palm
Capture uUsB Digital Laptop
device camera camera camera camera
Gender ggr?:jz: hand posture
Purpose recognition 1D assificati >
&ID classificatio recognltlon
n
Dimensionality reduction, another name for

feature extraction, is important because it makes
models simpler, improves human interpretation,
lowers computing costs, and guards aghin
overfitting and duplicatiof21].

Our dataset's features were extracted usiagre-
trained ResNet modednd then we designed and
trained a back propagation feedforwa@iNN to
makeuseof these features in the task of classifying
hand images.Using a pretrained ML model,

known as transfer learning, has the main advantage

of utilizing CNN’ s capacity
features from a sizable dataset, which can be useful

even in cases where the dataset is snidlese

models can be applied to both firening and

Fig. 2 Eight hand images are represented visuallyaf®erson irthe first row andor anotherPerson irthe
second row.

dataset consiss of 648 hand images of 81
individuals aged 3 to 7(and it is made available
for publicresearchuponthe requesof theauthor
2.2 Features Extraction

Feature extraction techniques can help a
machine learningpased model or system
understand the data better, make predictions more
accurately, and saw®stson computing or training
time [20].

feature extraction. About.2 million photographs
were used to train thdResNeb0 model, and an
additional 50,000 images for validation and
100,000 images for testingo it is a deeply trained
model on feature extraction, and it can be used to
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Input Units: 1000 (+990 more)

extract features from other types of images that
werenot used in training.

2.3 ANN Classifier

The ANN structure is essential for
problemsolving If the number of input and output
is fixed, the ANN model's performance is
determined by the number of hidden layers and the
number of neurons ieach hidden layer.
The suggested architecture of Ariificial Neural
Network (ANN) is intended to be used for a
classification problem, specifically utilizinghe
featuresthat have been taken from ResNet50
modelwhich provides 1000 featureds shown in
Figure 3, there arel000 nodesn the input layer,
and each onacceptsa unique featurdrom the
feature set obtained esNet50 Then, the 512
node initial hidden layer is addetb identify
complex patterns in the data. Next, a dropout layer
with a 0.5 rate deactivates half of the nodes
randomly during training to reduce overfitting. The
256-node second hidden layer improves the learnt
representations even further. For regularization, an
addtional dropout layer with a 0.5 rate is added.
The output layer, consisting of 14 nodes, displays

Activation: relu

Units: 512 (+502 more)
Activation: relu

Units: 256 (+246 more)
Activation: relu

Output Units: 14 (+4 more)

the network's goal for classification in 14 different
categories.

The overallarchitecture places a strong emphasis
on the use of dropout layers to improve model
generalization-a critical function when working
with potentially sparse training data.

2.4 Trianing and Testing

using the backpropagationand an
optimization method known as (Adam)The
proposedneural network wastrained and tested
using our owrestablished and labeledtaset of 14
families The data wassplit manuallyto 80% for
training and 20% for testingThe classifierwas
trained and tested usit®j. right palm hand images
with closed fingers (RPC) @@mages for training,
14 for testing)where disparity was adopted for the
selection of the test sas shown irFigure 4
The ANN classifier wagrainedon the traiing set
of the MKH datasetThe ResNet50 model was
frozenwhile training Then the test set was used to
evaluate the classification performance of the
proposed method.

/ \

® 6 & 6 © 6 o o o o

Activation: softmax

Fig. 3 The Architecture of theroposedANN classifier.
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3. RESULTS AND DISCUSSIONS

The accuracy was calculated for the
evaluation of both training andtesting results
according taeequation (1).
A confusion matrix breaks down the model's
predictions indetail It displays the true positives,
false positives, and false negativ8%$e training
accuracy and losgurves, in addition to the
confusion matrix for testingredictions arshown
in Figure 5and listedin Table 2. With just 67
training images and 14 test images, the model was
trained on a rather small datasbut aave
acceptable results due to thee of deegransfer
learning technique The training accuracyas
96.77%, demonstrating its pacity to efficiently
learn and generalize patterns from the given data,
despite the small size of the training set.
The prediction accuracyas 92.8% throughout
testing which indicates that it is capable of

Table2 Summary ofthe Resuls.

Number of training images 67images
Number of testing images 14 images
Train accuracy 0.9677
Predictionaccuracy 0.928
Training time 21s
Prediction time 0.1s

accuratelyclassifyingpeople based on family
relations using hand images

The model's computational efficiency s
demonstrated by its low training duration of 21
seconds. The model can classify data quickly, as
evidenced by the prediction time, which is
remarkably short at 0.4decond

P00000¢1 1 IR QN0 QE &

HOORO 1 & T R T T 4 [~}
N oma ol 00 ano gt EhP

4. CONCLUSION

Throughout this researcls methodical
approach was used havestigatethe suitability of
handgeometryfor kinship detection. To act as the
study's main source of information, a specialized
database wasreatedby theauthorsand calledhe
MKH dataset A metadata file withimage
descriptionsinformation, and labeling waseated
and attachedb the MKH imagedatasetTransfer
learning using thepre-trained ResNet50 CNN
model was used for deep feature extraction. ANN
was designed to basedas an upper {ger on
ResNet50 moddhbr classification The ResNet50
model was selectegmpirically and foundto be
suitable for hand geometrical feature extraction.
The results of this novel approach demonstrated
that the handchasgeometricalcharacteristicghat
may be used tolassify persons to their fameljes
and that the suggested method is a promising way
as a kinship indicator.
Our work aim was to show that kinship detection
by human hands is possible, rather than achieving
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high classification network accuracy. By finding
useful features, employing data augmentation
methods, training the ANN model with features
taken from several hand aspects, and utilizing deep
learning methods, we hope to improve the rasult
through futurewvorks
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