
Yahya: Recognition of Breast Cancer Using Hybrid Method   

 

021 
 

Recognition of Breast Cancer Using Hybrid Method  
 

Loay Salim Yahya 
Technical Institute Of Mosul 

 

Abstract 
     In this paper, a computer aided diagnosis [CAD] system has been developed for 

tumor detection in digital mammography. The system consists of four parts: first 

enhance the image, second Feature extraction using six  decomposition levels of  two 

dimensional Discrete wavelet transform (2DWT),the features are extracted from 

regions of interest(ROI), third Reducing the features extracted using two algorithm 

energy root mean square and mean algorithm of each set of coefficients in each 

decomposition level, fourth classification of tumor using three layers artificial neural 

network (ANN) with (19) features is proposed for classifying the marked regions into 

benign and malignant.  

     Experiments are done on 63 benign tumors and 52 malignant one. The recognition 

rate of the malignant tumor is (96%) while that of the benign ones is (100%). The result 

shows that the proposed method can classify the breast tumors effectively when using 

root mean square algorithm. 
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 انطشَقت انهدُُُتحًُُض سشطاٌ انثذٌ باسخخذاو 
 نؤٌ سانى َحًُ

 انًعهذ انخقٍُ فٍ انًىطم

 

 انخلاطـــــــــت
اعذة انحاسبت .انُظاو ـت نهثذٌ بًســىس انشقًُــفٍ هزا انبحث ، حى حطىَش َظاو نهكشف عٍ الأوساو انًىخىدة فٍ انظ     

اسخخلاص انخظائض باسخعًال  سخت يسخىَاث نهخحهُم , انثاَُت  ححسٍُ انظىسة الأونً يكىٌ يٍ أسبعت يشاحم :

حقهُم حدى ت ــــ، انثانثانخظائض يٍ يُطقت انىسو  لاسخخلاص دانخحىَم انًىَدٍ انًقطع ثُائٍ الأبعا وباسخخذاو

يخىسط انخشبُع( نكم يدًىعت يٍ ت )خزس ــــــخخذاو طشَقخٍُ انًعذل وحضو انطاقــــخخهظت باسـض انًســـــانخظائ

)خبُث أو حًُذ( باسخخذاو انشبكت انعظبُت ىسو ـــحظُُف انت ــــ، انشابعخىي يٍ يسخىَاث انخحهُم ــــانعىايم ونكم يس

 يعايم انًسخخهض يٍ يُطقت انىسو .  (19)الاططُاعُت يكىٌ يٍ ثلاثت طبقاث نخظُُف يخده انخىاص انًحخىٌ عهً 

ًَىرج لأوساو خبُثت . َسبت انخًُُض نلأوساو انخبُثت  (52)ًَىرج لأوساو حًُذة و (63)ب عهً أخشَج انخداس     

.أظهشث انُخائح نهطشَقت انًعشوضت كفاءة فٍ حًُُض أوساو انثذٌ عُذ اسخعًال  (%100)بًُُا نهحًُذة  (96%)

 خىاسصيُت خزس يخىسط انخشبُع .
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1- Introduction:- 
     Breast Cancer is a malignant tumor that has developed from cells of the breast , Breast 

cancer is one of the leading causes of deaths among women in many countries , only 

exceeded by lung cancer in Asian countries and recently in united states [1]. 

     The International World Health Organization estimated that  more than (1,050,000) 

women worldwide die of breast cancer in each year. In India, breast cancer accounts for 

(23%) of all the female cancer death[2], In Norway about 2100 new cases of breast and (800) 

deaths are registered each year [3]. 

     The most effective way to reduce breast cancer deaths is to detect it earlier. 

Mammography, ultrasound and thermal texture mapping systems are the main image 

techniques for its detection [4]. 

     The screening program based on X- ray examination of breast ,mammography, is 

currently the best method for early detection. An increasing number of countries have started 

mass screening programs that have resulted in a large increase in the number of 

mammograms requiring interpretation. In the interpretation process radiologists carefully 

search each image for any visual sign of abnormality. However, abnormalities are often 

embedded in and camouflaged by varying densities of breast tissue structures. Indeed, 

estimates indicate that between (10% and 30%) of breast cancers are missed by radiologists 

during screening [5,6]. Moreover, the high percentage of negative cases, which is rated 70% 

to 90% of breast biopsies performed in women [7]. 

      In order to reduce the cost and improve the accuracy of interpretation a variety of 

computer aided diagnosis (CAD) systems have been applied. In mammography there are two 

types of tumors: 

1. Micro calcification, and 

2. Masses or opacities. 

 

     Micro calcification clusters are groups of small and brilliant objects of different shapes 

and intensities in a very noise background. A micro calcification is a rather small objects (0.1 

to 1)mm in diameter but very brilliant objects. Some of them, either grouped in clusters or 

isolated, may indicate the presence of a tumor. In our data base the average diameter of micro 

calcification clusters, as indicated by radiologists, is 2.3 cm [8]. In Fig.(1) micro calcification 

clusters are shown. 

 
 Fig(1): Some examples of micro calcifications selected from the data base   

 

     The mammographic masses are rather 'large objects' usually characterized by peculiar 

shapes. Masses can be characterized through density, shape, or type of margin. The typical 

sign of an invasive breast is an irregular or speculated density. Circumscribed lesions with 

well defined margins, on the other hand, are usually benign and may represent fibro 

adenomas, cysts or lymph node in Fig.(2) some mass lesions are shown [8]. 
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Fig (2): Some examples of mass lesions selected from the data base  

                         
      Different methods have been used to classify the types of tumors such as benign or 

malignant, also, many segmentation and feature extraction algorithms have been developed 

during the past decades for breast cancer detection. J.Salavado et –al [9] used the wavelet 

transform (WT) for noise removal and improving the image contrast, the authors applied the 

(WT) using Daubechies 6 coefficients with (10) decomposition levels to separate the high 

frequencies from the low frequencies of the tissue in the mammograms. 

      Essam et-al [10] proposed a supervised classifier for digital mammography's using (WT) 

decomposition, they used Daubechies 4, 8, and10 as the wavelet using four different 

decomposition levels. They obtained the beast results with Daubechies 8, with 91% for cases 

of benign detection and 100%  for cases of malignant detection . 

     Y.Ireaneus Anna Rejani and S.Thamaraiselvi[11] used three level wavelet for smoothing 

and fractal analysis to obtain the suspicious area and back propagation for classification. 

T.Balakumaran et-al [12] proposed micro calcification detection method involving image DE 

noising using wavelet-based multiscale product thresholding, image enhancement by adaptive 

operator integrated in the wavelet    domain, and micro calcification detection using Neural 

Network. 

      F.Paulin and Asanthakumaran[13] used various machine learning techniques for back 

propagation algorithm. The highest accuracy of 99.28% was achieved when using lerenberg 

marquardt . 

      Dr.V.Saravanan et-al[14] he studied various data mining models including Fuzzy C 

means, decision tree, and Neural Network were used to compare with genetic algorithm 

model by evaluating prediction accuracy. 

      Dr Mohammed J.Islam et-al [15] used the statistical features extracted from region of 

interest [ROI] and neural network to classify mass tumor between benign-malignant. 

      In this paper, use six decomposition levels of (2DWT) for specific locations are used to 

extract the region of interest (ROI), reduce the coefficients of wavelet by taking the energy 

and mean value of each set in each level, therefore each level is represented by three features 

and the last level is represented by four features  Two features vectors are extracted from 

region of interest of mammograms, the first one represent the mean value and the second 

represent the energy value. These vectors are used to train multilayer back propagation neural 

network for mammograms diagnosis.  

2-Proposed Algorithm 
    The principle stages of computer aided breast cancer detection that is used in this paper is 

shown in Fig.(3). 

     The accuracy of the proposed system is measured using two parameters: 

Specificity and sensitivity, which can measure accuracy using the equation given below[8]:  

Specificity (SP) =TN/ (TN+FP)                                 ………………..(1) 

Sensitivity (SN) =TP/(TP +FN)                                 ………………..(2) 
Where, TP is the rate of true positive, TN is the rate of true negative, FP is the rate of false 

positive, and FN is the rate of false negative [16]. 
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Fig.(3): Block diagram of the system 

 

 

      Achieving high specificity means that few cases will be unnecessary recommended for 

biopsy. While a high sensitivity means that few cancer tumors will be missed. The most 

important parameter is sensitivity since errors in recognizing cancerous lesions are life-

threatening. Errors in recognizing (TNs) are not life-threatening but they do cause stress, 

anxiety, waste of resources, and may be waste of money [10]. 

 

3- Data base 
     The data base that is used in the experiments is taken from the Mammographic Image 

Analysis Society (MIAS) [17].The abnormal cases are (115), consisting of (63) benign and 

(52) malignant. This data base contains the diagnostic opinion for each of the mammograms 

include in it. In addition, the abnormal cases are further divided in six categories: micro 

calcification, circumscribed masses, speculated masses, ill-defined masses, architectural 

distortion and asymmetry. 

     All the images also include the locations of any abnormalities that may be present. The 

existing data in the collection consists of the location of the abnormality (like the centre of a 

circle surrounding the tumor), its radius, breast position (left or right), type of  breast tissues 

(fatty, fatty-glandular, and dense) and tumor type if exists(benign or malign). 

 

 

1024*1024 pixels 

Crop the Breast localization 

Image Enhancement 

Image Segmentation 

Feature extraction using six 

decomposition level of 2DWT 

Reduce the Feature Extraction using energy 

root mean square and mean methods 

Detection (classification) 

benign or malignant  

  

Extraction the region of 

interest of 

(256*256)pixels 

Using back propagation 

artificial Neural Network 

Digital Mammograms 

 

 

 

 



Yahya: Recognition of Breast Cancer Using Hybrid Method   

 

023 
 

4-Pre-processing:- 
     Mammograms are images difficult to interpret, and preprocessing of the images is 

necessary to improve the quality of the images and make the feature extraction more reliable. 

In the digitization process, noise could be introduced that needs to be reduced by applying 

some image processing techniques. 

     Two techniques are applied here: Cropping operation and image enhancement. The first 

one is employed in order to cut the black parts of the image as well as the existing artifacts 

such as written label etc. The second one is used to prepare the cropped area to be suitable for 

image transforming and feature extraction. 

     Cropping remove the unwanted parts of the image usually peripheral to the area of 

interest. An example of cropping that eliminates the artifacts and  the black background is 

given in figure(4). The cropping to eliminate noise is done first before the image 

enhancement to avoid enhancing noise and hindering the cleaning phase. The cropping 

operation is done automatically by sweeping through the image and cutting horizontally and 

vertically the image parts that had mean less than certain threshold. 

 

 

 

 

 

 

 

 

 

 

 

Fig(4) : Image processing (a):Original  (b):Cropping  (c):Histogram Equalization. 

 

      The enhancement stage is accomplished by contrast stretching and histogram equalization 

in succession. The contrast stretching is the simplest method to increase the contrast of the 

image and to adjust the histogram so that there is a greater separation between foreground 

and background gray level distribution. Applying contrast enhancement filters improve the 

readability of low contrast area in the image. Also they destroy areas of the image where 

intensity of the pixels is outside the range of intensities being enhanced [18]. 

      Histogram Equalization is useful to produce output images that are easily analyzed by the 

human eye. It modifies the image such that its histogram has a desired shape. This is useful in 

stretching the low contrast levels with narrow histograms. 

      The uniform distribution of the histogram, is considered as probability distribution, it 

achieves the maximum entropy which contains the most information. Therefore, redistribute 

the gray levels to obtain a uniform histogram as possible, and then the image information are 

maximized [18]. 

 

5-Wavelet based feature extraction:- 
     The theoretical of two dimensional DWT is found in [9, 11, 19]. 2-D DWT is used to 

extract features vector by applying six levels decomposition on the region of interest that 

contains the abnormal tumor. The(ROIs) are of size (256*256) pixels, and then the feature 

vector is reduced using the energy and mean of coefficients in each sub band in each level, 

therefore each (ROI) is represented by two feature vectors each one contains (19) 

coefficients. 

(a) (b) (c) (c) (b) 
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6- Artificial neural network (ANN):- 
     ANN is a powerful tool to model complex data(including medical) with high classification 

accuracies. It resembles human brain in acquiring knowledge through learning and storing 

knowledge with in interneuron connection strengths. Ann's synaptic weights are adjusted or 

trained so that a particular input leads to a specific desired or target output, Fig(5) shows the 

block diagram for a supervised learning ANN, where the network is adjusted on the basis of 

comparing neural network output with the desired output until the network output matches 

the desired output. Once the network is trained it can be used to test new input data using the 

weights provided from the training section[15]. 

 

 

 

 

 

 

 
Fig(5): Block diagram of a supervised training ANN. 

 

     In this work, ANN utilizes a three-layer feed forward network with back propagation 

algorithm. The first layer has (19) neurons, the number of neurons in the input layer 

corresponds to the number of characters to be presented to the network. The number of 

neurons in the output layer corresponds to the number of classes for which is being trained, a 

single neuron in the output layer, when output "1" is malign and when output "0" is benign. 

The hidden layer consists of (10) neurons. 

       The back propagation algorithm is used. The interface made is designed for parameters 

as learning rate, moment, minimum error and variation in the architecture of intermediate 

layers, to be changed in the attempt of improving the performance of training. The tests are 

performed with training that gives minimum error. The function newff is used to create feed 

forward back propagation network. The architecture generally used in these application 

consists of tan-sigmoid function. The learning rate (0.1) is used, and the mean square error 

(MSE) value of (0.0001), and levenberg marquarght algorithm is used for training.  
 

7-Experiments and result:- 
     The proposed method is implemented using MATLAB version 7.8 and tested on various 

mammogram images taken from (MIAS) mammogram data base . A set of (115) images that 

contain (63) benign and (52) malignant, region of interest (ROIs) of size (256*256) pixels are 

extracted from (MIAS) images which is originally of (1024*1024)pixels after making 

cropping, histogram equalization and contrast stretching. These (ROIs) are chosen to contain 

the abnormalities centered in each cropped image. 

     The diagnosis system consists of two basic steps, step one is done by applying (DWT) on 

(ROIs) for six levels of decomposition using Daubechies wavelet of order (4), this produces a 

approximation sub band and six sub bands of horizontal, vertical, and diagonal detailed 

coefficients. Then reducing the size of the input vector provided to the neural network, the 

mean value and energy value (Root mean square) is calculated for each set in each level of 

wavelet decomposition. 
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     The mean value and energy value are calculated using equation (3)[15] and equation 

(4)[15] respectively  
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Where P(i,j ) is the coefficient value, at point (i,j) of a coefficients sub band of the size 

(M*N) in each decomposition level. Therefore two features vectors are obtained the first one 

represents the mean value in the following form.  

 

F =[ Ak        Vk             Hk        Dk 

                      Vk-1          Hk-1      Dk-1  

                      V1             H1         D1]                                               

 

k:- the last decomposition level of (DWT)  

Where F : Feature vector representing the mean values. 

           Ak : the mean of low frequency coefficients(A) for last 2DWT level. 

           Vk…1: the mean of vertical high frequency coefficients(V), for all levels. 

           Hk…1: the mean of horizontal high frequency coefficients(H), for all levels. 

           Dk…1: the mean of diagonal high frequency coefficients(D), for all levels. 

 

     The second features vector represents energy features for each DWT sub band in the 

following form: 

 

FE = [EAk       EVk      EHk      EDk    

                      EVk-1      EHk-1      EDk-1    

                      EV1      EH1      ED1 ]           

                                

Where FE : Feature vector of energy value. 

           EAk: the energy of low frequency coefficients of (A) sub band in last DWT 

            level.                                                                  

            EVk…1: the energy of vertical high frequency coefficients of(V)sub band in all levels. 

            EHk…1: the energy of horizontal high frequency coefficients(H) sub band in all levels. 

            EDk…1: the energy of diagonal high frequency coefficients (D) sub band in all levels. 

 

Now we have two features vectors each with 19 elements, These are used for training the 

artificial neural network with properties given in section (6). 

      In practical evaluation of the diagnosis system, a set of (115) mammograms each with 

one region of interest that contains (malignant and benign)is utilized. Training of ANN uses 

65 samples. While testing the ANN utilizes 50 samples, 25 for benign class, and 25 for 

malignant class. 

     The results for the reduced features vectors using mean and energy are shown in the tables 

(1) and (2). The results of sensitivity(SN) and specifity (SP) are obtained using equations (1) 

and (2). 
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Table(1): The sensitivity and specificity using mean value of wavelet coefficients. 

TP TN FP FN SN% SP% 
Correct classification 

Benign% Malignant% 

23 24 2 1 95.8 92.3 96 92 

 

Table(2): The sensitivity and specificity using energy value of wavelet coefficients. 

TP TN FP FN SN% SP% 
Correct classification 

Benign% Malignant% 

24 25 1 0 100 96 100 96 

 

For the test set using the energy of wavelet coefficients, it gives the best classification 

accuracy (100%) sensitivity , and (96%) specificity, while when using mean value of wavelet 

coefficients it gives (95.8%)sensitivity and (92.3%) specificity. 

 

8-Conclusions:- 
     In this paper , a technique for detection of tumors (benign and malignant) in digital 

mammograms is developed . It reduce the false positive rate by reducing the unnecessary 

biopsy and health care cost as well. 

     The proposed method is effective in breast cancer detection environment and it gives 

(100%) sensitivity and (96%) specificity when using the energy algorithm for features vector 

reduction and (95.8%) sensitivity and (92.3%) specificity when using the mean algorithm for 

features vector reduction. This system is hoped to assist the radiologists in a better way for 

their diagnosis of early breast cancer detection.  

      The results has been compared with other results present by the previous study published 

by [10, 20, 21, 22], the recognition rate of the benign tumor is (100%, 89%, 90%, 97.5%) 

respectively while that of the malignant ones is [91.7%,92%,80%,91.84%] respectively. The 

proposed diagnosis system achieves good results in classifying the mammograms. The 

presented results appear as appositive achievement compared with previous results 
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